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AVeriTeC: A Dataset For Real-World Claim
Verification with Evidence from the Web

● We introduce a new dataset of 4,568 claims for Automated 
Verification of Textual Claims (AVeriTeC).

● We employ crowdworkers to turn fact-checking articles from 
journalists into sequences of open-domain QA problems.
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Group 1: Synthetic, purpose-made 
claims, high-quality evidence.

Group 3: Real claims, evidence 
from the web, but insufficient.

Group 2: Real claims, but evidence 
(if at all given) is the AFC article.

Group 4: Real claims, evidence from 
the web, but temporally leaked.

For more discussion, see also:
● Missing Counter-Evidence Renders NLP Fact-Checking Unrealistic for Misinformation. 

Glockner et al., EMNLP 2022.
● Varifocal Question Generation for Fact-checking. Ousidhoum et al., EMNLP 2022.

● Guarantees checkworthiness, sufficiency, and 
temporal unleakedness.

● Represents retrieval and reasoning as 
question-answer pairs, a natural format that allows 
reuse of models from other tasks.

● Includes justifications that explain how 
question-answer pairs lead to verdicts.

● Is available at https://github.com/MichSchli/AVeriTeC.
● Will be the shared task at FEVER @ EMNLP 2024.

● Our model: BLOOM for QG, Google + BM25 + BLOOM + 
BERT for QA, BERT for verdicts, BART for justifications.

● No search: same model, but QA component always outputs  
“no answer could be found”.

● Gold evidence: same model, but generated QA pairs are 
replaced with gold QA pairs.

● Our baseline performs reasonably, but there is room for 
improvement (maybe your model?)

● ChatGPT is often right about the verdict, but hallucinates fake 
evidence – this is not enough for real-world fact-checking!

https://github.com/MichSchli/AVeriTeC

