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A Media Background Check Dataset Answers from GPT-4 are significantly less misleading when generated MBCs

for retrieved documents are added to the prompt.

e \We introduce a dataset of 6,709 examples.
e \Written by human volunteers for Media Bias / Fact

Check, covering English-language websites. e 10 questions about misinformation, TP —
e Of 40 case studies, MB/FC had full reports on 20, 10 controversial questions. mean SD mean SD  Statistic p-value
partial reports on 9, and no reports for 11. ® 2 sources per question. Answer is Misleading  1.57 035 2.58 0.63  -5.634*  0.000
e GPT-3.5-Turbo + Google generates Table 2: Human judges rate the misleadingness of LLM-generated answers with and without MBCs,

scored on a 5-point Likert scale with 1 = not misleading and 5 = very misleading.

background checks.
e GPT-4 answers questions based
on sources (and sometimes

with MBC without MBC Equally Good  x?  p-value

Preferred Answer 165 26 29 57.02*  0.000
. . background checks). Better Understanding Provided 69 56 95 60.22*  0.001
MEdIa Blas / ® 1 1 pa rt|C|pa nts Judge Outputs Table 3: Human judges choose which LLM-generated answer they prefer, and which LLM-generated
Fact Check * answer gives a better understanding of the topic.

Media Background Check Generation Deciding whether to trust a source is significantly easier for humans when
provided with a generated MBC along with a document.
Fact Recall Error Rate | METEOR ROUGE-L
GPT-3.5-Turbo 22.7% 6.2% 9.9% 12.5%
GPT-3.5-Turbo + Google 26.1% 6.3% 12.6% 13.1% : . :
Llama 3 8b Instruct 24.4%  104% | 153%  14.4% ® 10 questions about misinformation, 10
Llama 3 8b Instruct + Google 25.1% 10.7% 15.5% 14.4% . . controversial questions_
Table 1: Percentage of MB / FC facts recalled, percentage of MB / FC facts contradicted, along with with MBC without MBC L. PY 2 t
METEOR and ROUGE-L for each model and setup tested. mean SD mean SD t Statistic p-Value SOources per ques lon.
Provision of Sufficient Information 782% -  709% - 0.740 0.746 e GPT-3.5-Turbo + Google generates
Difficulty of Answering 224 075 281 082 -1.633 0.133 background checks
e We test open-source (|_|ama 3 8b) and Difficulty of Establishing Trust 1.95 054 288 065 -3.791% 0.004 '
® 11 participants attempt to answer
C|OS€d-SOU rce (G PT‘3 . 5-TU rbO) mOde|S on the taSk Table 4: Human participants answer questions based on sources and sometimes MBCs, then indicate whether p ] p ] p
they were provided .Sl:IffiCier.f[ information to answer, along with the difficulty of answerin% and chpgsing to trust (Somet| mes W|th backg rou nd Ch eCkS)
® We teS‘t tWO Setu pS a source. Difficulty is scored on a 5-point Likert scale, with 1 = very easy and 5 = very difficult.

e \We measure cognitive load with

1) Models directly generate MBCs. | o
questions about task difficulty.

2) Models generate MBCs, then iteratively amend
information from search templates.
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